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1 Introduction 

Unless significant changes to the code and environment are made after August 2020, 
this user’s manual should be all the information required to use the Mini-HALO Monte 
Carlo simulation. If this document is not satisfactory, other helpful reference documents 
might include: GEANT4 Implementation of Mini HALO by Chandler Ross (2019), He-3 
Proportional Counter Simulation Report by Gareth Smith (2017), and the MINI HALO 
PRELIMINARY DESIGN technical document for the detector (2018). Dr. Clarence 
Virtue should be the first point of contact for questions on the project as a whole, and 
Remington Hill should be the first point of contact for specific technical questions 
regarding the simulation or ROOT analysis. 
 

2 Running a Simulation 
2.1 Connecting to Nearline 

The first thing you might want to do when you’re starting to work on this project is to run 
the simulation. To do so you’ll need to connect to the Nearline computing cluster, which 
is not only where you can find a copy of the project, but also where the required 
versions of Geant4, ROOT, C++, and Java are already installed. Before doing anything 
on Nearline, read the documentation on the SNOLAB internal site for protocols and 
proper usage of the system. To connect, you’ll need to turn on your VPN connection to 
SL-GEN using your SNOLAB credentials. Once that’s done, SSH to the cluster using 
whatever SSH client works for you. While I was working on the project I was using 
PuTTY to connect and Vcxsrv X11 to render the visualization. 
 

 
 
 

Protip: To make sure Vcxsrv is running, try the command óxclockô on Nearline 
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2.2 Setting up simulation parameters 

Now that you’ve connected to the cluster, you should be looking at a typical linux 
command line prompt. 

 
 
To move to the directory containing the Mini-HALO code, run the following command: 
 

  cd /project/halo/mini_halo  
 
That directory should contain the miniHALO, and miniHALO-build directories, along 
with backups or anything else pertaining to the project. 
 

 
 
To run the simulation, you want to be in the miniHALO-build directory. 
 

  cd miniHALO-build/ 

 
This directory contains all of the different macro files that can run the simulation, along 
with the Makefiles, visualization files, analysis files, and everything else that is relevant 
to the code at or after compiling and executing the simulation. Source code is in 
miniHALO (In the miniHALO-build parent directory).  

3 



 
I’ll use my own vis_kaelan.mac file as an example for running the simulation here, 
but feel free to copy it and make your own macro to simulate some other aspects of the 
detector. I’m also going to use Vim, but you can use emacs or nano or any other text 
editor you prefer to work on these files. 
 

  vi vis_kaelan.mac 

 
Once I have the file open, it looks like this: 
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The dark blue is just comments, so don’t be too concerned if you can’t make them out in 
the screenshots. The /tracking/ and /run/ commands I pulled from Chandler’s old 
macro on HaloShift and I don’t know for sure that they need to be there, but they 
haven’t caused me any issues and might be critically important so I would include them 
in your own macro. The /gps/ commands are from Geant4’s General Particle Source, 
and you can find documentation detailing all the options online. The commands in my 
macro generate neutrons confined to the lead block in the detector, with initial energies 
pulled from the energy spectrum defined in the macro (which is the energy spectrum of 
Cf-252). Other macros within this directory generate particles differently (for instance on 
a plane to one side of the detector for breakthrough neutrons) and you can use those, in 
addition to this macro, to help guide you on how to specify the way you want to 
generate particles in the detector. 
 
The /miniHALO/ commands are the parameters that we’ve defined within the code, 
described in detail in section 3 of this manual. 
 

Protip: Always keep /miniHALO/DetectorConstruction/update AFTER the  
 /miniHALO/ parameters we talk about in section 3 in your macro. 

 
Lastly, /run/beamon specifies the number of particles to simulate. I would start with 10 
if you’re just confirming you can get everything working for the simulation. More than 10 
is usually only necessary for collecting results , otherwise it only slows down simulations 
when updating the geometry or testing other changes to the code. 
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2.3 Compiling the simulation 

Protip: You only need to compile the simulation if you modify one of the files in 
 /project/halo/mini_halo/miniHALO/ otherwise you can skip to section 2.4 
 

Once you’ve made some changes to the source code that you want to run (always run 
to make sure everything works after you’ve made changes) you’ll need to compile the 
code. I’ll run through the manual steps needed to compile, but I’ve written a script that 
can be submitted to slurm that does everything automatically (miniMAKE in 
miniHALO-build) by running the following command from the miniHALO-build directory. 
 

  sbatch miniMAKE 

 
Once the slurm job returns (check squeue --user=krenault, replace my username 
with yours.) check the output which will be contained in a slurm-[jobID] text file to make 
sure it looks something like this (screenshot of the end of the file).You are safe to 
assume that there weren’t any issues if it says “[100%] Linking CXX executable 
miniHALO [100%] Built target miniHALO” at the end of the file.  
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Skip to section 2.4 if the script I wrote is still working, the following commands are the 
manual steps to replace the script. 
 
Move to the miniHALO directory like so: 
 

  cd /project/halo/mini_halo/miniHALO/ 

 
Then you can CMake the directory: 
 

  cmake . 

 
Change directory back to miniHALO-build: 
 

  cd ../miniHALO-build 

 
Clean the old makefile, just for safety: 
 

  make clean 

 
Then make the directory: 

  make  
 
Again, you can confirm the project compiled if it looks like this after you make: 
 

  
 
2.4 Executing the simulation 

Now you are finally ready to simulate the detector! Again, there is a macro that I wrote to submit 
to slurm, but it’s currently set up to run vis_kaelan.mac, so change it to your file name. Run 
the following from the miniHALO-build directory. 
 

  sbatch miniRUN 

 
Once the slurm job returns (check squeue --user=krenault, replace my username 
with yours.) check the output which will be contained in a slurm-[jobID] text file to make 
sure it looks something like this (screenshot of the end of the file): 
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If it says “Processing Event Number ----> (number of particles specified - 1)” and then 
deletes the graphics systems and visualization manager, there weren’t any crashes 
during runtime. If there’s something like “Batch is interrupted” before the graphics 
systems line, there was an issue with the macro. If there was a “Break” / “Segmentation 
Fault” somewhere, there’s an issue with the actual source code, generally speaking. 
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Running the simulation without the script is comparatively easier this time. Run the 
following command from the miniHALO-build directory, replacing my macro name with 
yours: 
 

  ./miniHALO vis_kaelan.mac 

 
You should be able to determine if there was an issue the exact same way as above 
with the output of the slurm job, but the output will all be in the terminal with this method. 
 
2.5 Visualizing the simulation 

To visualize the simulation, you first need to run it with these commands specified in the 
macro file: 

 
 
Once you’ve run a simulation with the above parameters enabled (See section 2.4), 
there will be a G4Data0.heprep file in the miniHALO-build directory. To view the 
visualization you’ll need to make sure your X11 server (or equivalent) is enabled and 
run the following command: 
 

  java -jar HepRApp.jar -file G4Data0.heprep 
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The visualization should load looking something like the following image when you first 
open it: 
 

 
 
 
 
 
I’ll leave learning to use HepRApp out of the scope of this document, but you can use 
some of the buttons in the bottom left corner to adjust your view and the sliders along 
the X and Y axis to rotate or move along that axis. The visualization should look 
something like the following images where you can see it from different angles: 
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